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How can we relate an optimal statistical decision to statistical information theory?
By attempting to answer this challenging question, we will illustrate the importance of

understanding the structure of information divergences. This can be understood, in particular,
through deconvolutions, which lead to optimal statistical inference.

We consider a statistical model with N independent observations y1, . . . , yN that are dis-
tributed according to gamma densities.

f(yi|γi) =

 γvii
yvi−1
i

Γ(vi)
exp(−γiyi), for yi > 0,

0, for yi ≤ 0.
(1)

Here γ := (γ1, . . . , γN) is a vector of unknown scale parameters, which are the parameters of
interest.

This model is motivated, for example, by a situation where we observe time intervals between
(N + 1) successive random events in a Poisson process.

Model (1) is a regular exponential family, where the sufficient statistics for the canonical
parameter γ ∈ Γ have the form t(y) = −y and Γ = {(γ1, . . . , γN), γi > 0; i = 1, . . . , N}. The
”covering” property

{t(y) : y ∈ Y } ⊆ {Eγ[t(y)] : γ ∈ Γ}

allows us to define the I-divergence of the observed vector y in the sense of [2]:

IN(y, γ) := I(γ̂y, γ).

Here, I(γ?, γ) is the Kullback-Leibler divergence between the parameters γ? and γ. The I-
divergence has nice statistical consequences. Let us consider the likelihood ratio (LR) λ1 of the
test of the hypothesis (2) and the LR λ2 of the test of the homogeneity hypothesis H0 : γ1 =
... = γN in the family (1). Then we have the following relation for every vector of canonical
parameters (γ0, ..., γ0) ∈ ΓN :

IN(y, (γ0, ..., γ0)) = − lnλ1 + (− lnλ2|γ1 = ... = γN). (2)

Here, the variables − lnλ1 and − lnλ2|γ1 = ... = γN , i.e., the − lnλ2 under the condition
H0 : γ1 = ... = γN , are independent. The deconvolution (2) of IN is a consequence of Theorem
4 in [3].

We will define three tests related to this deconvolution and explore their statistical proper-
ties. We will also illustrate the usefulness of I-divergence in applications in reliability engineering
(see [4] and [7]), water quality control [6], linguistics [5], or portfolio analysis based on entropy
mean-variance frontier [1].
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[5] Stehĺık, M., Pari Ruiz, M., Stehĺıková, S., and Lu, Y. On equidistant designs,
symmetries and their violations in multivariate models. In Contemporary Experimental
Design, Multivariate Analysis and Data Mining. Springer International Publishing, Cham,
2020, pp. 217–225.
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